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The performance of Power Domain Non-Orthogonal Multiple Access (PD-NOMA) 
is affected by the performance of Successive Interference Cancellation (SIC) in 
decoding user data. The large number of users will cause error propagation in SIC, 
which results in decreased SIC performance. This research aims to optimize the 
performance of SIC in PD-NOMA by applying spatial concepts to classify users. This 
research applies various supervised machine learning classification algorithms, 
including Decision Tree, K-Nearest Neighbors (K-NN), Support Vector Machine 
(SVM), Random Forest, Logistic Regression, and Naive Bayes. The experimental 
results show that Random Forest achieves the highest accuracy in classifying users, 
followed by Decision Tree. In addition, in performance measurement using ROC 
(Receiver Operating characteristic) and AUC (Area under the Curve) curves, the 
Random Forest method achieved the best results. In terms of experimentation process 
time, a decision tree has a faster time compared to a random forest. Overall, the 
Random Forest algorithm is suitable for the task of user clustering in the context of 
PD-NOMA, which utilizes the spatial concept from user to base station (BS). 

 
1. Introduction   

Power Domain Non-Orthogonal Multiple Access (PD-NOMA) is one of the non-orthogonal multiple access 
techniques that utilizes power differences in the user access process. In this research, PD-NOMA will be referred 
to as non-orthogonal multiple access (NOMA). NOMA is one of the proposed technologies for 5G and beyond 
to address the challenges of increasing data rates, massive connectivity, very low latency, and reliable 
communication (Benjebbour, 2017; Islam et al., 2017; Song et al., 2017). NOMA is a promising solution for 
wireless communication systems where multiple users share the same time-frequency resources. NOMA can 
increase the effectiveness of orthogonal access systems due to its compatibility with other multiple access 
methods. NOMA also has capabilities in terms of spectral efficiency and adaptability in optimizing system 
resources (Islam et al., 2017). However, due to the strong co-channel interference among mobile users introduced 
by NOMA, it poses significant challenges for system design and resource management (Song et al., 2017). 

In the NOMA system (Higuchi, 2015), each user is allocated power based on the distance to the BTS. This 
system uses Superposition Coding (SC) at the transmitter to combine multiple users and uses Successive 
Interference Cancellation (SIC) at the receiver side to separate the user signals. This system is simpler in its 
detection and decoding process compared to other non-orthogonal multiple access systems. However, if the 
number of users is large, the interference between users will also be greater. This is shown in research 
(Vidyaningtyas et al., 2023, 2024) discussing the optimal maximum number of users in NOMA using sequential 
power allocation by looking at sum rate and BER performance. Therefore, system management is needed to 
reduce interference in order to maximize user performance in NOMA. 

One system design done to reduce interference is user grouping. In Kang & Kim (2018), users are paired 
based on the user's channel gain value. Strong users in the first group are sequentially swapped with weak users 
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in the second group until the last group if the resulting sum rate value increases. This user pairing principle was 
also developed by Zhu et al. (2019). Users who have the largest channel gain will be paired with users who have 
the smallest channel gain. The user who has the second-largest channel gain will be paired with the user who has 
the second-smallest channel gain, and so on. User pairing research by iterating to find users who are close in 
space but have large channel gain differences is also discussed in research (Bui et al., 2019). The user pairing 
principle is developed into a user grouping that can consist of more than two users. User grouping using genetic 
algorithms provides good grouping results. (You et al., 2020). However, the disadvantage of this genetic 
algorithm is that it takes a long time to find the optimal user group. In Prabha Kumaresan et al. (2020), user 
grouping uses Artificial Neural Network (ANN) classification. In this study, the number of users for each cluster 
is unknown. In addition, there is no further study regarding the performance of NOMA in the resulting group. 

User grouping using reinforcement learning in NOMA power allocation is reviewed in the paper (S. Rezwan, 
2020), where the research focuses on allocating power efficiently to maximize the amount of data in the NOMA 
system using reinforcement learning elaborated with a user grouping algorithm. User grouping is done by 
dividing into several areas based on the distance to the BS. Furthermore, users with the largest channel gain in 
each area are grouped into one group. This allows users in one group to be in a position that is physically far 
apart from each other. 

Based on previous research, most of the research related to user grouping using machine learning does not 
pay attention to the position of users based on the signal direction (Ding et al., 2016) from the base station (BS), 
thus allowing interference between users from different groups. Such interference can cause large propagation 
errors, so that the signal decoding process at the receiver side becomes more difficult. This will result in high 
error values in the data received by the user. Therefore, this research performs user grouping using user channel 
gain and spatial user position to minimize interference between users from different groups. User grouping uses 
several supervised machine learning algorithms, namely Decision Tree, K-NN, Support Vector Machine (SVM) 
Random Forest, Logistic Regression, and Naive Bayes. 

This paper consists of five sections. The first section is an introduction regarding grouping users using 
machine learning on the NOMA system, which has been studied previously. Section II presents an illustration 
of user grouping in NOMA and the supervised learning algorithm that will be used. Section III is dedicated to 
outlining the research methodology employed in this study. Experimental results and discussion are discussed 
in Section IV. The final section is the conclusion and future network. 
 
2. Supervised Learning for User Grouping on NOMA 
 
2.1 User Grouping with Spatial Concept in NOMA 

The downlink NOMA system is the process of sending data from the base station (BS) to the user equipment 
(UE). In the NOMA system, the amount of power allocated for each user determines the receiver's ability to 
decode user data. The determination of power allocation is based on the user's distance to the BS. On the receiving 
side, SIC is used to separate the signals from all users. SIC works by carrying out a signal reduction process that 
has large power so that it can then process the user's signal. If the number of users is very large, the SIC work 
process will take a long time and allow error propagation to occur. Therefore, user grouping is carried out so that 
SIC can work optimally. 

User clustering in NOMA is performed following an aligned user pattern (Ding et al., 2016). Users located 
in the same direction will minimize interference from users in other groups. This is achieved through spatial 
concepts using beamforming. Additionally, users within the same group must have varying distances from the 
base station (BS). Power allocation is based on the user's distance from the BS, with greater power allocated to 
users farther from the BS. An illustration of user clustering is presented in Figure 1. 
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In Figure 1, the grouping of users in one cell is divided into N spatial areas, namely beam 1, beam 2, beam 
3, up to beam N. Each beam is divided into M areas that describe the different distances of users to the BS. In 
this research, the number of N and M is designed as 8 beams and 4 distance areas.  

 
 

 

Figure 1. Illustration of user grouping using the spatial concept 

2.2 Supervised Learning Algorithm for User Classification 
According to Oladipupo (2010), there are various types of supervised machine learning algorithms for 

classification. In this research, the supervised machine learning algorithms used in relation to user grouping 
classification include Logistic Regression, Naive Bayes Classifier, Support Vector Machine, Decision Tree, 
Random Forest (RF), and K-Nearest Neighbors (K-NN). 

a. Logistic Regression 
Logistic regression states the existence of boundaries between classes and the probability of a class 

depending on the distance from that boundary, in a certain approximation. It moves towards the extremes 
(0 and 1) faster when the data set is larger. This statement about probabilities is what makes logistic 
regression more than just a classifier. 

b. K-Nearest Neighbors (KNN) 
KNN uses distance measurements (distance metrics), such as Euclidean distance, to calculate how 

similar a new user is to existing users in the data set. This distance will be used to determine the K closest 
users. The Euclidean distance formula can be written as follows:  

 
dist(a1,a2)=		+∑ (a1i-a2i)2n

i=1  ……………………………………………………………………………...    1) 
 

𝑑𝑖𝑠𝑡 = +∑ (𝑎&' − 𝑎(')( +	(𝑏&' − 𝑏(')( +⋯	)
'*&  ………………………………………………………….  2) 
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The formula (1) can be used if there is only one independent variable. However, if the number of 
independent variables is more than one, the difference in distance between the variables is added up using 
the formula (2). 
c. Naïve Bayes 

Naive Bayes uses Bayes' theorem to calculate class probabilities based on input features (Rish I, 2001). 
In this research, this event can represent the user area among the 32 classified areas. The general formula 
for Bayes' theorem is as follows: 

 
𝑃(𝐶|	𝑋) = +(-|/)	+(/)

+(-)
 ………………………………………………………………………………………. 3) 

 
𝑃(𝐶|	𝑋)is the probability of class 'C' given variable 'X', 𝑃(𝑋|	𝐶) is the probability of variable 'X' given 

class 'C'. P(C) and P(X) are the prior probability of class C and the prior probability of variable X, 
respectively. This algorithm operates by determining the probability of each occurrence of a variable and 
categorizing the variable according to the outcome that has the highest probability. 
d. Support Vector Machine (SVM) 

SVM is a supervised learning technique employed for tackling classification tasks. In the classification 
process, it establishes a linear boundary to distinguish between the sample classes and identifies the optimal 
hyperplane. It assigns sample data points to their respective classes based on this determination. The 
hyperplane equation with n variables is as follows. 

 
𝑦 = 	𝑤2 + ∑ 𝑤'𝑥')

'*&  ………………………………………………………………………………………..   4) 
 

Where 𝑤! is the bias or shift, 𝑤" is the weight vector that must be learned during the training process, and 
𝑥" is the variable. 
e. Decision Tree 

Decision trees take a series of decisions based on input features to determine the target class. The 
concept works based on the selection of separation rules based on the entropy or impurity of the data set 
at each node. The formula for calculating entropy is as follows:  

 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐴) = ∑ −𝑝'𝑙𝑜𝑔((𝑝'))

'*&  …………………………………………………………………………   5) 
 

This formula measures the level of uncertainty or confusion in the data set S. The higher the entropy, the 
more disorganized or confused the data, which means it is more difficult to make decisions based on the 
features.  
f. Random Forest 

Random Forest is a type of supervised learning algorithm that incorporates the concept of a large 
number of randomly constructed decision trees (Liaw & Wiener, 2002). In the context of user clustering 
for NOMA, Random Forest can be used to classify users based on relevant features. Random Forest works 
in two phases. The first phase is to combine a number of N decision trees to create a Random Forest. Then 
the second phase is to make predictions for each tree created in the first phase. 
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3. Methodology 

This research focuses on classifying users into groups spatially using Machine Learning algorithms and 
determining the most efficient algorithm with the highest accuracy. The process of applying supervised machine 
learning in this study is described in Figure 2. 

 
Figure 2. Diagram of user classification process 

 
3.1 Data Collecting  

In this study, the data used comes from random user generation using MATLAB software with as many as 
1000 users. User attributes are obtained from formulas used in relevant wireless communication standards. User 
positions are randomly distributed within a radius of 50–1000 m. The user channel gain value is calculated based 
on the user's distance to the BS using the Rayleigh channel.  

The simulated user grouping using supervised learning has a total of 32 classes in 1 cell, which describes 8 
spatial areas with each area divided into 4 parts. The number of users in each class is different. This study will 
compare classification using cross-validation and without cross-validation. The cross-validation used is 10-fold 
cross-validation. In the experiment without cross-validation, the data is divided into 700 for training data and 300 
for testing data. The following is a picture of the user generation used in this research dataset. 
 

 
Figure 3. Results of 1000 user distribution 
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3.2 Model Testing 
Testing will be carried out in several experimental scenarios, namely:  
a. The first experiment is conducted in several stages. First, the algorithms are trained on a training dataset, 

and the parameters are compared. Then, the algorithms are validated on a validation dataset to find the 
optimal values for the hyperparameters of the model under consideration. Finally, the algorithms are 
tested on a testing dataset to evaluate their performance. In addition, another experiment can be 
conducted by testing the algorithms on training and testing data only, without using a validation dataset. 

b. The second experiment involves performing hyperparameter optimization for all algorithms used. 
Hyperparameter optimization is an important step in machine learning to improve the performance of 
models. For example, in the Random Forest algorithm, the number of trees in the forest, the maximum 
depth of the trees, and the minimum number of samples required to split an internal node can be 
optimized using cross-validation. Similarly, for the Decision Tree algorithm, the maximum depth of 
the tree and the minimum number of samples required to split an internal node can be optimized to 
avoid overfitting. For K-Nearest Neighbors (K-NN), the number of neighbors to consider and the 
distance metric used to calculate the distance between points can be optimized. In logistic regression, 
the regularization parameter and the solver used to optimize the logistic regression objective can be 
optimized. Finally, in Support Vector Machine (SVM), the regularization parameter and the kernel used 
to transform the data can be optimized. These hyperparameter optimization techniques can help 
improve the performance of the algorithms and make them more accurate and robust. 

3.3 Performance Parameter  
Evaluating the performance of machine learning models involves the utilization of various metrics 

tailored to the specific task at hand. In this study, the assessment included evaluation of accuracy, recall, 
precision, AUC-ROC curves, and F1 score metrics with a target of 90% for each parameter. Each parameter 
highlights a different aspect of the model's effectiveness. Accuracy provides a measure of overall precision, 
while recall and precision offer insight into the model's ability to correctly identify positive cases and 
minimize false positive cases. The AUC-ROC curve serves as a graphical representation of the model's ability 
to distinguish classes, and the F1 score is a weighted comparison of recall and precision. For a deeper 
understanding of the mathematical fundamentals behind these metrics, see Equations 6, 7, 8, and 9, which 
provide the specific formulas used in this evaluation (Pek et al., 2023). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 3+435
3+43546+465

 ………………………………………………………………………………… 6) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	 3+
3+465

 …………………………………………………………………………………………… 7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 3+
3+46+

 ………………………………………………………………………………………... 8) 

𝐹1	𝑠𝑐𝑜𝑟𝑒 = 2	𝑥 (789:;;	<	+=89'>'?))
789:;;4+=89'>'?)

 ………………………………………………………………………….. 9) 

 
4. Simulation Results  
 

Various classification algorithms, such as KNN, SVM, Random Forest, Logistic Regression, Naive Bayes, 
and Decision Tree in supervised learning, are used in the process of clustering users based on spatial concepts. 
In the proposed methodology, we apply the 10-fold cross-validation method to these models. The purpose of 
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using cross-validation is to check its effect on the performance of the model as well as to compare it with the 
results obtained without the use of cross-validation.  

 

Figure 4. Comparison diagram of accuracy values with cross-validation and without cross-validation 
 

Successfully utilizing cross-validation is essential to prevent deviations and errors when dividing the dataset 
into training and testing data. The bar chart in Figure 4 visualizes the comparison of model performance based 
on accuracy. Although the experimental results show the positive impact of cross-validation on model 
performance, the improvement in accuracy is not significant, and it should be noted that these results were 
obtained with the default parameters. Table I was compiled to examine the effect of hyperparameter optimization 
on the models, which shows the improvement in accuracy for all models after parameter adjustment. Before 
parameter optimization, Random Forest showed the highest performance with 95.4% accuracy. After the 
optimization was performed, Random Forest still achieved the highest accuracy with 96.1%, followed by 
Decision Tree at 93.1%. Decision trees proved to be more reliable, especially for handling non-linear 
relationships between features and classes without certain assumptions about the data distribution or the 
relationship between features and target variables. in multi-class classification problems with data sets containing 
many classes. This reliability can be attributed to the decision tree's ability to partition the data based on different 
features with non-parametric properties. Random forest is a combination of several decision trees, so its reliability 
is higher than that of a decision tree. 
 

Table. 1 Comparison of accuracy values before and after applying hyperparameter optimization 
 

Algorithms Before Optimization After Optimization Hyperparameter Optimization 

K-NN 90.7 % 92.4 % n_neighbors=7,weights='distance' 

Decision Tree 92.5 % 93.1 % criterion="gini", max_depth=10 

Support Vector Machine 90.5 % 92.8 % kernel='linear', C = 10.0 

Random Forest 95.4 % 96.1 % max_depth=20, random_state=0 
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Algorithms Before Optimization After Optimization Hyperparameter Optimization 

Logistic Regression 70.4 % 87.8 % penalty='none', C=1.0, solver="sag" 

Naïve Bayes  91.1% 92.5 % var_smoothing=1e-8 

 
 

Table. 2 Comparison of accuracy values before and after applying hyperparameter optimization 
 

Algorithms Accuracy Recall Precision F1 Score AUC Score 

K-NN 92.4 % 89 % 89.3 % 88.9 % 0.94 

Decision Tree 93.1 % 91.3 % 90.6 % 90.6 % 0.95 

Support Vector Machine 92.8 % 89.3 % 88.6 % 88.4 % 0.53 

Random Forest 96.1 % 91 % 94.5 % 92.2 % 0.95 

Logistic Regression 87.8 % 84.7 % 79 % 81.1 % 0.48 

Naïve Bayes 92.5 % 90.7 % 89.9 % 89.3 % 0.55 

 
Table 2 shows the comparison of accuracy, recall, precision, F1 score, and AUC score of each supervised 

learning algorithm used in this study. The Random Forest algorithm achieved the highest accuracy, precision, 
and F1 score values. The highest recall value is achieved by the Decision Tree algorithm at 91.3%. The highest 
AUC score was achieved by the Random Forest and Decision Tree algorithms with 0.95. To better observe the 
AUC score results, the ROC-AUC curve is shown in Figure 5. 

 

 
Figure 5. Comparison of ROC-AUC curves of various supervised learning algorithms 
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ROC-AUC curves are important tools for comparing and selecting appropriate classification models. The 
evaluation results using ROC-AUC curves provide significant insight into the reliability of various algorithms in 
the context of user classification based on the concept of beamforming with different regions to represent the 
user's distance to the BS in the beam. The Random Forest and Decision Tree algorithms stand out with AUC 
values of around 0.95, showing excellent ability to distinguish regions based on user distance. These two 
algorithms are solid choices for this task as they are able to cope with the non-linear relationship between features 
and user classes in multiclass classification problems such as this. However, keep in mind that the Random Forest 
algorithm tends to be more robust overall due to its ensemble nature, which can increase the stability and 
reliability of the model. On the other hand, the SVM, Logistic Regression, and Naive Bayes algorithms have 
lower AUC values of around 0.53, 0.48, and 0.55, respectively, indicating weaker performance in distinguishing 
regions based on user distance. This could be due to limitations in handling non-linear problems and differences 
in data patterns. 

 

 
Figure 6. Processing time of each supervised learning algorithm 

 
The processing time of each supervised learning algorithm in this paper is shown in Fig. 6. The training and 

prediction process time using the Naïve Bayes algorithm has the fastest time of 0.33 seconds, while the longest 
time is achieved by the Random Forest algorithm at 8.24 seconds. This can be caused because in the Naïve Bayes 
algorithm, all features are independent of each other, so the time complexity is low. In the random forest 
algorithm, it takes longer because it involves many decision trees, where the number of trees and tree depth also 
have an influence on the processing time.  

Based on the experimental results, the random forest algorithm provides the highest accuracy value for user 
classification. This algorithm also has the highest accuracy value after hyperparameter optimization. The best 
algorithm in terms of model fit is also owned by the random forest and decision tree with the highest AUC value. 
However, the processing time required by random forest is longer than that of other algorithms, while the decision 
tree algorithm has a fairly fast processing time. When looking at the overall performance results, the decision 
tree algorithm has better performance than all the algorithms used.  

 
5. Conclusion 

This paper addresses user clustering using supervised machine learning for PD-NOMA systems, where users 
are clustered based on spatial concepts. The correlation between the user's position on the BS and the user's 
channel gain condition are the main variables in determining the dependent variable. The supervised learning 
methods used are K-NN, SVM, Decision Tree, Random Forest, Logistic Regression, and Naive Bayes. Based on 
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the simulation results, the random forest algorithm has accuracy, precision, F1 score, and AUC parameter values 
that outperform other algorithms. However, in terms of training and prediction process time, random forest has 
a longer time than other algorithms. However, the time required is still acceptable in the process of classifying 
users. 

One promising future development of this research is the use of unsupervised learning and reinforcement 
learning techniques to create a more dynamic and adaptable clustering model. The clustering results obtained are 
then used to simulate the performance of user quality parameters, thus further enriching the scope and impact of 
this research. 
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